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ABSTRACT

Embedded system synthesis, multiprocessor synthesis, and thread
assignment policy design all require detailed knowledge of the run-
time communication patterns among different threads or processes.
Researchers have commonly relied on manual estimation, compile-
time analysis, or synthetic benchmarks when developing and eval-
uating synthesis algorithms and thread assignment policies. In a
more ideal world, it would be possible to quickly and easily deter-
mine the run-time communication properties of large commercial
and academic multithreaded applications. This article describes
a fully-automated method of extracting run-time communication
graphs from multithreaded applications.
The resulting graphs may be used to better understand, design, and
synthesize application-specific hardware-software systems. The
proposed graph extraction method is implemented as a module
within the Simics multiprocessor simulator. It presently supports
the analysis of arbitrary multithreaded applications running on the
Linux operating system. This software is called CETA. It is freely
available for academic and non-profit use.

Categories and Subject Descriptors: C.1.4 [Processor Architec-
tures]: Parallel Architectures; C.5.4 [Computer System Implemen-
tation]: VLSI Systems
General Terms: Design, Algorithms, Performance, Measurement
Keywords: Multithread, Communication, Task graph,
Benchmarks, Synthesis, Run-Time

1. INTRODUCTION
Many embedded system and multiprocessor synthesis algorithms

start from specifications in the forms of graphs [7,8,11,13,18,19].
Developing and validating such algorithms depends on access to
graph representations of the communication among different tasks,
processes, or threads. However, as explained in the following para-
graphs, large commercial graph-based application specifications
are scarce in the system synthesis community. This article de-
scribes an automated method of extracting run-time communica-
tion graphs from real multithreaded applications.

Easy-to-use, automated extraction of run-time communication
dataflow graphs sits between two research communities. Com-
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puter architects are generally familiar with the simulation tech-
niques necessary for extracting these graphs. However, few archi-
tects need these data in their research. Application-specific system
synthesis researchers most need these graphs. However, develop-
ing automated methods to extract them would require learning tools
that are rarely used in their primary research area. The proposed
technique builds on work in the computer architecture community
but seeks to solve a pressing problem for those in the embedded
system and multiprocessor synthesis communities.

In an ideal world, embedded system and multiprocessor synthe-
sis algorithms would be developed and evaluated using large in-
dustrial application specifications. However, in practice, there are
a number of legal, language, and economic barriers to this goal.
Companies are generally reluctant to release even anonymized ver-
sions of their embedded system specifications. Doing so can un-
dermine trade secret protection. In addition, this would require
effort without immediate benefit to the company. Finally, even
if other barriers did not exist, the formats of specifications may
vary from company to company, making use for developing and
evaluating synthesis algorithms difficult. We are aware of a few
cases in which companies released anonymized embedded specifi-
cations to synthesis researchers. Those cases required great effort
and ultimately did little to publicly validate synthesis techniques
because the specifications could not be further distributed due to
non-disclosure agreements.

A number of researchers have written or gathered embedded sys-
tem specifications for use in synthesis. However, producing de-
tailed embedded system specifications is time-consuming. It neces-
sarily reduces the time that can be spent developing and evaluating
new synthesis ideas. As a result, there are few hand-built academic
synthesis benchmarks, and most of those that exist are small.

Researchers have developed methods of converting from medium-
level programming languages such as C and C++ to dataflow
graphs [15]. However, these techniques can only extract informa-
tion available at compile time. In order to capture the run-time
dataflow properties of applications, dynamic techniques, of the sort
described in this article, are necessary.

Researchers have developed pseudo-random graph generation
algorithms for use in scheduling and allocation research [4]. These
pseudo-random techniques are meant to produce large graphs that,
hopefully, approximate the structures of real applications. Such
techniques serve as last resorts when an insufficient number of large
real specifications are available. Their use in scores of papers on
system synthesis is evidence that the research community could
benefit from an easy-to-use method of generating communication
graphs from real applications.

Researchers have developed sophisticated processor and system
simulation environments [3,6,10,14] that accommodate the execu-
tion of unmodified multithreaded software applications on widely-
used operating systems (OSs). However, although such simulators
execute OS code with fidelity to real machines, they typically op-
erate with no knowledge of the implications of operations occur-
ring within the simulated OSs. We have extended Simics [10], a
multiprocessor simulator, so that it supports the operating system
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Figure 1: Example multithreaded application.

Table 1: Process IDs and names
PID Name Description

0 swapper Ancestor process
1 init Root process

1052 thread example master
1053 thread example main
1054 thread example Thread 1
1055 thread example Thread 2
1056 thread example Thread 3
1057 thread example Thread 4

introspection necessary to trace dataflow in multithreaded shared
memory applications.

Existing projects have proposed to use simulation, instrumenta-
tion, and special-purpose hardware to profile distributed or parallel
applications [2,9,16]. However, existing tools have one or more of
the following drawbacks when used in multiprocessor synthesis re-
search: dependence on special hardware; intrusive modification of
the applications under analysis; dependence on a particular com-
munication protocol, e.g., a specific message passing library; or
neglect of communication. Some dynamic instrumentation tech-
niques for memory profiling are promising but have been tailored
for use in redesigning applications instead of synthesis [17].

This article describes an easy-to-use tool for extracting run-
time communication graphs from multithreaded applications. This
tool is called Communication Extraction from Threaded Appli-
cations (CETA). It is composed of a Simics module for extract-
ing dataflow information during the simulation of multithreaded
Linux applications and a number of scripts that implement graph
transformations. The purpose of CETA is to extract application
dataflow information in a hardware-independent manner, enabling
other tools to determine and optimize the performance of the ap-
plication and hardware–software implementations. Three output
formats are supported for use in application analysis and opti-
mization, multiprocessor synthesis, and thread assignment. CETA
supports analysis of applications for which either the source code
or executable code is available, and gives the user control over
the portions of applications on which dataflow analysis will be
used. CETA is freely available for academic and non-profit use
at http://www.eecs.northwestern.edu/˜dickrp/projects.html.

The rest of the paper is organized as follows. Section 2 describes
CETA’s use and operation on an example application, Section 3
describes the design and implementation of CETA, Section 4 de-
scribes the results of using CETA on multithreaded multimedia ap-
plications, and Section 5 concludes the paper.

2. ILLUSTRATIVE EXAMPLE
In this section, we illustrate the operation of CETA by describing

the production of a communication graph from a multithreaded ap-
plication. We have selected a small application to ease explanation.
Please note that CETA can analyze multithreaded applications of
arbitrary complexity and size, as demonstrated in Section 4.

Figure 1 illustrates the order in which an example multithreaded
application spawns its five threads. In the main(·) function the
main thread creates Thread 1 to execute Function A and Thread 2
to execute Function B. After executing for a short while, Thread
1 and Thread 2 create Thread 3 and Thread 4 in Function A and
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Figure 2: Simplified communication graph for example appli-
cation.

Function B, respectively. When Thread 3 and Thread 4 are created,
they each execute Function C.

In a multithreaded Linux application, each thread is a lightweight
processes with its own process identifier (PID). Although threads
have individual PIDs, register states, and stack pointers, they typ-
ically share memory and file descriptors with other threads. This
makes shared memory communication among threads convenient.
The main(·) function allocates an array. When a thread creates an-
other, the two threads share the same address space and, therefore,
both have access to this array.

2.1 Aggregate Communication Graphs
Figure 2 shows the run-time communication graph CETA ex-

tracted from the example application shown in Figure 1. In Fig-
ure 2, we have omitted OS threads for simplicity. Each node repre-
sents a process or thread. The edges indicate the directions in which
data are communicated among threads. The edge labels indicate the
amount of data communicated between the two connected threads.
Each node in this graph is labeled with its corresponding PID. The
tasks associated with these threads are listed in Table 1. We will
first focus on the threads within the application, then explain the re-
maining information provided by the CETA communication graph.

The six threads for the example program are shown in Figure 2.
The main thread has a PID of 1053 and the master thread, which
has a PID of 1052, is used by Pthreads to manage other threads.
PIDs 1054 and 1055 correspond to Thread 1 and Thread 2, which
are created by the main thread. PIDs 1056 and 1057 correspond to
Thread 3 and Thread 4, which are created by Thread 1 and Thread
2, respectively. As shown in Figure 2, PID 1053 communicates
a high volume of data to PID 1055 (1338 bytes), PID 1054 (864
bytes), and PID 1056 (720 bytes). The master thread, PID 1052,
only communicates with PID 1053, PID 1054, and PID 1055, the
main thread and the threads created by it. PID 1056 receives data
from the main thread and its parent thread, PID 1054, and sends
data to PID 1054. In summary, each thread communicates fre-
quently with the main thread via reads and writes to shared mem-
ory.

2.2 Phase Partitioned Communication
Graphs

Although the communication graph in Figure 2 contains useful
information about the communication properties of the application,
it does not indicate whether these properties change during execu-
tion. For example, some threads may communicate heavily dur-
ing some phases of execution and other threads may communicate
heavily during other phases of execution. This phase-specific in-
formation is useful during synthesis or the development of thread
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Figure 3: Phases for example multithreaded application.
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Figure 4: Directed acyclic communication graph for example
application.

assignment algorithms. For example, phase-dependent communi-
cation profiles can allow the designer or synthesis tool to construct
communication networks that minimize the impact of contention.
CETA can automatically partition communication graphs with ar-
bitrary, user-specified, granularity.

Figure 3 illustrates the result of CETA partitioning the commu-
nication graph for the example application with a period of 5,000
CPU clock cycles, resulting in 21 graphs for the example program.
The step duration is provided as a parameter to the CETA module.
Here we show four of these graphs, including only Steps 10, 15, 17,
and 19. For this example, a label of Step n denotes the communi-
cation graph for cycles 5,000n to 5,000(n+1)−1. During Step 10
of Figure 3, a significant amount of data flows from PID 1053 to
PID 1054 when the main(·) function transmits an array of data
to Function A. In Step 15, PID 1053 creates PID 1055, within
which Function B reads the contents of an array in shared mem-
ory. In Step 17, a large amount of data flows from the main thread
(PID 1053) to Thread 3 (PID 1056) and Thread 4 (PID 1057).
Finally, in Step 19, PIDs 1053 and 1055 communicate often as
PID 1055 rejoins with PID 1053. This sort of phase partitioned
communication graph can be used to determine the time-varying
communication behavior of a multithreaded application, allowing
the application to be optimized, or enabling the synthesis of an ar-
chitecture on which it may run with good performance.

2.3 Directed Acyclic Communication Graphs
A number of synthesis algorithms target dataflow applications

specified by sets of periodic, acyclic dataflow graphs. This repre-
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int main(void) {

  pthread_t thrd1, thrd2;
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Figure 5: CETA design overview.

sentation is particularly useful for hard and soft real-time applica-
tions; by eliminating unbounded loops, it permits bounds on graph
execution times. In the case of true hard real-time applications,
deriving hardware-software synthesis specifications from run-time
communication graphs is unacceptable unless it is possible to guar-
antee that the worst-case communication volume path was exer-
cised. However, it is appropriate to use such graphs in soft real-time
applications, e.g., multimedia consumer electronics.

CETA has the ability to transform the multi-phase communica-
tion graphs described in Section 2.2 into directed acyclic commu-
nication graphs as shown in Figure 4. This transformation changes
the properties of the original graphs only as required by the tempo-
ral discretization process. The transformation ensures that all com-
munication occurs between temporally adjacent phases, and travels
in the direction of increasing time.

Figure 4 shows the directed acyclic graph derived from steps 15–
19 of the example multithreaded application shown in Figure 3. In
this figure, Step 15 corresponds to the communication between the
phases starting at 15 ·5,000 and 16 ·5,000 CPU cycles. In Figure 4,
tasks 15.1054, 16.1054, 17.1054, and 18.1054 represent the same
thread in different time phases. This sort of graph may be used
directly within existing real-time system synthesis algorithms, i.e.,
CETA enables the automated extraction of runtime directed acyclic
communication graphs from multithreaded applications of arbitrary
complexity.

3. DESIGN OF CETA
This section describes the design and implementation of CETA,

our system for automatic extraction of run-time communication
graphs from threaded applications.

3.1 Design Overview
CETA is composed of a Simics 3.0.8 multiprocessor simulator

module and a number of Python scripts for data analysis and graph
transformation. It extracts run-time communication graphs from



multithreaded applications during simulation. Figure 5 illustrates
this extraction process. The first stage in the communication graph
extraction process is gathering or compiling an executable for the
simulated processor. Simics is then used to simulate the multi-
threaded application and OS. In the current implementation, CETA
simulates a virtual workstation running Red Hat Linux version 7.3,
which uses the 2.4.8 Linux kernel. This system has a 20 MHz Pen-
tium 4 processor, and 256 MB of RAM, one 19 GB hard disk, and
one IDE CD-ROM. Note that the particular processor used has only
second-order effects on application dataflow properties. During
simulation CETA traces the flow of data among threads by mon-
itoring reads and writes of shared memory. When the application is
finished executing, CETA’s Python scripts are used to transform the
data into any of the three graph structures described in Section 2.

CETA’s implementation is necessarily specific to the processor
architecture, simulator, and OS in use. However, this is a small
concern for two reasons. First, most languages can be compiled
to Intel x86 executables, permitting the use of CETA’s current im-
plementation for communication graph extraction. Second, even if
simulation on another processor or OS is necessary, many of the
techniques presented below will still work. In short, CETA need
only be able to determine when context switches, reads, and writes
occur.

In the following sections, we describe CETA’s methods of asso-
ciating PIDs with memory accesses and tracking the flow of data
and explain its support transforming communication graphs to dif-
ferent formats.

3.2 Process Identifier Tracking
Although instruction processor simulators such as Simics have

access to all of the data used by the OSs and applications they sim-
ulate, they typically do not understand the meaning of these data.
In order to determine the PID associated with each memory access,
CETA detects OS context switches and traverses OS data structures
to track the current PID.

Whenever the instruction pointer (program counter) is equal to
the address of the OSs context switch code ( switch to(·)) at
address 0xc0107410 for Linux 2.4.8 kernel [1], the stack pointer
(esp) is sure to point to the top of the stack for that function. The
get task pid(·) function maintains a pointer to a task descrip-
tion structure for the next process on its stack, which includes the
new PID. This PID is stored in CETA’s memory for later reference
during simulated memory accesses.

3.3 Dataflow Analysis
This section describes the method used by CETA to extract com-

munication volumes between pairs of processes.
The CETA module is triggered upon all memory reads and

writes. It has access to the PID of the currently-running thread,
as described in Section 3.2. In addition, the simulator provides the
physical address of the memory access and indicates whether the
access is a read or write. Using logical addresses would result in
neglected communication because different logical addresses may
have the same physical address.

Data flows from Thread A to Thread B if Thread A most recently
wrote to a location read by Thread B. If Thread C reads data from
the same memory location, data flow from Thread A to Thread C
is also tabulated. If Thread B reads the same memory location sev-
eral times, CETA accumulates the total data volume. Note that this
method also allows analysis of data flow in message passing ap-
plications. However, if data is copied by a manager thread, it will
appear to flow transitively through the manager thread.

In order to permit efficient implementation of communication
volume tracking, the Hash Map extension to the Standard Template
Library (STL) was used associate each physical address with the
PID of its most recent writer. When data at an address are written,
the value in the Hash Map is replaced. When data at an address are
read, communication from the PID stored in the Hash Map value
associated with the address, to the PID of the current process, is
tabulated. Communication volumes are accumulated in scalars held
in another Hash Map keyed on ordered pairs of PIDs.
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Figure 6: Example graph (a) before and (b) after data volume
filtering.

3.4 Graph Formats and Transformations
CETA can produce graphs in several formats: (1) aggregate,

phase-less, and potentially-cyclic (Section 2.1); (2) phase parti-
tioned and potentially-cyclic (Section 2.2); and (3) phase parti-
tioned and acyclic (Section 2.3). Phase-less graphs can be viewed
as a special case of phased graphs in which only one phase exists.
Phase partitioning is done within CETA’s Simics module based on
a time step interval supplied by the user.

After Simics reports dataflow information, CETA’s Python scripts
format these data as directed graphs in the DOT format [5]. This
format is straight-forward, general, and suitable for use in synthe-
sis. It may also be converted to human-readable illustrations using
the graphvis application.

In time partitioning mode, CETA produces a dataflow subgraph
for each user-specified time phase. Figures 2 and 3 illustrate the
aggregate and phase partitioned versions of communication graphs
for the same multithreaded applications. Finally, CETA supports
conversion of phase partitioned but potentially cyclic communica-
tion graphs into a single acyclic graph (e.g., Figure 4) using the
following algorithm. For each phase in the corresponding phase
partitioned but potentially cyclic graph, label each vertex (vi) with a
symbol indicating the phase (pi). Given that {piv1, piv2, · · · , pivn}
are vertices in a phase, {pi+1v1, pi+1v2, · · · , pi+1vn} are the corre-
sponding vertices in the subsequent phase, and e[a,b] is an edge
from vertex a to vertex b, replace each edge e[piv j, pivk] within the
same phase with e[piv j, pi+1vk] across different phases; i.e., repli-
cate threads in each temporal phase and ensure that communication
only flows forward in time.

CETA allows a user to set threshold value for the minimal vol-
ume of communicated data that will appear in the communication
graph. Starting from Figure 6(a), data volume filtering may be used
to eliminate edges with data volumes of less than 1,000 B thereby
producing Figure 6(b). CETA also permits filtering by thread PID.

Finally, CETA’s Simics module supports on-line control by sim-
ulated applications via Simics magic instructions. Magic instruc-
tions are valid instructions for the simulated machine that never
occur in normal code. They are detected by the simulator and may
be used to trigger events. Magic instruction may be inserted into
the high-level language or assembly source code of an application,
controlling whether CETA’s Simics module traces or ignores com-
munication. This enables users to focus CETA’s communication
graph extraction on particular regions of code.

4. CETA EVALUATION
In Section 2, we used a number of graphs to illustrate the opera-

tion of CETA. These examples were intentionally kept small to ease
explanation. In this section, we present a run-time communication
graph automatically extracted from the MPGenc benchmark. In
addition, statistics are provided for other applications in the ALP-
Bench benchmarks suite [12]. For example, the number of vertices
are reported in order to illustrate the use of CETA on substantial
multithreaded applications and point out some of the information
that it can provide to synthesis algorithms and designers.
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Figure 7: Portion of directed acyclic communication graph for ALPBench MPGenc.

Figure 7 illustrates a portion of the directed acyclic communi-
cation graph produced by CETA for the MPGenc benchmark in
the ALPBench benchmarks suite. Each node is labeled with its

corresponding temporal phase and PID. For example, 1.1040 is
Step 1 for PID 1040. In total, we used 30 phases for the MPGenc
phase partitioning, each of which was 1,000,000 CPU cycles long.



Table 2: ALPBench Statistics Generated by CETA
File CPU Simulation

Applications Vertices size time time
(KB) (mins) (mins)

MPGenc 16 4.9 0.077 20
MPGdec 13 2.8 0.009 3
Tachyon 27 150 2.725 50
Sphinx3 34 5600 1.406 851
FaceRec 3 380 35.073 5060

In Figure 7, we show only 23 temporal phases due to space con-
straints. Compile-time parameters were chosen to allow MPGenc
to use eight threads.

The graph in Figure 7 starts from PIDs 1039 and 1040: the main
thread and the master thread. These threads communicate heav-
ily with newly-created threads via shared memory. For example,
PID 1050 is created in Step 8 and receives a high volume of data
from the main thread, as well as other threads. During Step 9 the
main thread receives no data because it is waiting for the other
threads to complete local computations. In Step 11, after these local
computations are finished, a large volume of data flows from other
threads to the main and master threads. This results from the main
and master threads reading the data computed by other threads.

CETA’s main memory requirements are the result of the two
Hash Map tables described in Section 3.3. CETA requires approx-
imately eight bytes of memory for every unique physical address
written during the simulation of an application. For MPGenc and
Tachyon, the total memory required is approximately 246 MB and
2.87 GB, respectively.

In addition to communication patterns, CETA can also extract
other information. Table 2 shows the number of vertices, the size
of output file containing PID-to-PID dataflow information, the CPU
time required from the viewpoint of the simulated application, and
the actual time required for simulation for a number of bench-
marks in the ALPBench suite. We used 1,000,000 CPU cycles
as the temporal phase duration. The number of vertices is the
number of the threads. This number is influenced by the ALP-
Bench NUM THREADS variable, which allows a user to specify
the number of threads used by the benchmark applications. A
NUM THREADS value of eight was used for all benchmarks in Ta-
ble 2. The sizes of the PID-to-PID dataflow files range from 2.8 KB
to 306 KB. The time needed to transform output file into DOT for-
mat, and translate between graph formats, is less than two seconds
for all applications. Simulation time is reported for CETA running
on a 1 GHz AMD Sempron with 1 GB of RAM.

CETA is based on instruction-level simulation. This has some
advantages, e.g., non-intrusiveness and no requirement for special-
purpose hardware. However, there are also disadvantages. CETA
faces the same simulation time problems as the host instruction-
level simulator. When analyzing long-running applications, users
of CETA can sample by enabling and disabling CETA during simu-
lation using either magic instructions or Simics commands, or sim-
ply tolerate long simulation time for some applications.

In summary, CETA is capable of automatically extracting com-
munication graphs from large multithreaded applications, e.g., MP-
Genc, MPGdec, Tachyon, and Sphinx3.

5. CONCLUSIONS
This article has presented CETA: a software package that au-

tomatically extracts communication graphs from threaded applica-
tions. CETA is composed of an instruction-level processor sim-
ulator module and a number of graph transformation scripts. It
currently supports the analysis of applications for which either
the source code or executables are available. The current release
supports extraction of communication graphs from multithreaded
Linux applications running on the Intel x86 architecture. CETA
includes transformation routines to produce graphs suitable for
a number of purposes, ranging from application optimization, to

multiprocessor synthesis, to developing thread assignment poli-
cies. It has been used to automatically extract runtime commu-
nication graphs from a number of multithreaded applications in
the ALPBench benchmark suite. CETA is freely available for
academic and non-profit use at http://www.eecs.northwestern.edu/
˜dickrp/projects.html.
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